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Abstract—We considered two related robot manipulation prob-
lems: clutter removal and object retrieval in clutter, while
emphasizing action efficiency and exploring synergy between
pushing and grasping. For clutter removal, we propose a Deep
Interaction Prediction Network (DIPN) for predicting inter-
actions between robot gripper and objects. Together with a
grasp network for predicting grasping success, DIPN generates
intelligent pushes for solving clutter removal problem efficiently.
For the second, more complex object retrieval problem, we
combine DIPN and Monte-Carlo Tree Search to generate smart
multi-step push predictions that yields the best target object
pose for grasping. We call this fusion of methods the Visual
Foresight Tree (VFT). Experiments in simulation and using
real robot show that our methods significantly outperform the
previous state-of-the-art, and produce human-like performance.
More detail can be found at https://arxiv.org/pdf/2011.04692.pdf
and https://arxiv.org/pdf/2105.02857.pdf

I. PRELIMINARIES

We study two tasks that are common in everyday envi-
ronments, clutter removal as shown in Fig. la-1c and ob-
ject retrieval as shown in Fig. 1d-1f. The synergy between
prehensile and non-prehensile actions are essential and has
drawn increasing interest in recent years, for example, visual-
pushing-grasping [1] for clutter removal and goal-oriented
push-grasping [2] for object retrieval in clutter. For such tasks,
we aim to realize intelligent, human-like performance with
high levels of action efficiency.

The idea behind this work is the ability to “imagine” the
outcome of an action before taking it so that the robot can
make informed decisions. For this purpose, we propose a Deep
Interaction Prediction Network (DIPN) which can predict the
poses of the objects after an arbitrary push action. The clutter
removal task can be solved efficiently by direct integration
of DIPN with a deep Grasp Network (GN) as shown in
Fig. 2. Object retrieval from clutter is harder, as selecting
the shortest sequence of actions involves a huge combinatorial
search space. Together with DIPN, GN, and Monte-Carlo Tree
as shown in Fig. 3, we propose Visual Foresight Tree (VFT)
to retrieve the target object with a minimal number of actions.

Our experimental setup is shown .=
on the right and a similar setup is il
used in simulation. We have a pla-
nar workspace and a camera on top
for state observation. In this study,
clutter removal is the task that all
objects in the workspace should be
grasped as shown in the left column
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Fig. 1:
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(a-c) are the clutter removal task, where all objects
are removed. (d-f) are the object retrieval from clutter task,
where the purple cylinder is the target to be retrieved.

of Fig. 1. Whereas the object retrieval from the clutter asks
the robot only to grasp the target as shown in the right column
of Fig. 1.

Our simulation and real robot experiments demonstrate that
DIPN can accurately predict objects’ poses given a push
action. With that, our systems exceed the state-of-art [1, 2]
for clutter removal and object retrieval, and produce human-
like performance.

II. DIPN+GN FOR CLUTTER REMOVAL

The Grasp network (GN) is a DQN [3] adapted from [1]
where we use ResNet + FPN [4] as the backbone and image-
based pre-training [5]. GN takes an RGB-D image as input. It
outputs a pixel-wise grasp reward, where each pixel represents
the center of a grasp action.

The Deep Interaction Prediction Network (DIPN) takes an
RGB-D image, a push action and object segmentation from
Mask R-CNN [6] as input. It outputs translations and rotations
for each object in 2D space as the prediction. DIPN uses
ResNet as the backbone to encode image information and
linear layers to encode the action and position of objects. We
adopt the design philosophy from [7] to process interactions
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between objects by using two linear layers explicitly. One
is the direct transformation module that captures the direct
interaction between the gripper and objects. The other one
is the interactive transformation module that computes the
interaction between each pair of objects. All hidden internal
transformations are combined with encoded global information
to produce the final transformations for each object.

Clutter removal is solved by integrating GN and DIPN
as a one-step-ahead planning algorithm as shown in Fig. 2.
The RGB-D image is the input to GN for estimating grasp
rewards. If the maximum grasp reward is higher than a
threshold, then the robot grasps directly. If not, a push action
is needed. A set of randomly sampled push actions are passed
to DIPN along with object information. DIPN outputs a set
of transformations to the corresponding push action. For each
push action, transformations are applied to segments of objects
to generate a synthetic image. Finally, the synthetic images are
sent to GN to choose the best action.
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Fig. 2: System architecture of DIPN+GN.

GN is trained in the real world, whereas the DIPN is trained
in simulation and used in real experiments directly for this
clutter removal task. We compared our method with VPG [1]
for both random and hard instances as shown in Table. I. Our
method is more action efficient for solving clutter removal
and has a much higher grasp and completion success rate.
Completion means the rate of the robot completely removes
all objects. Grasp success is defined as the total number of
objects grasped divided by the total number of grasp actions.
Action efficiency is calculated as the total number of objects
grasped divided by the total number of push and grasp actions.
Example instances can be found in Fig. 4.

l Method l Completion l Grasp Success l Action Efficiency
VPGI1] 80.0% 79.0% 67.9%
Rand
DIPN+GN (ours) 100% 94.0% 98.2%
VPG[1] 64.0% 69.0% 47.8%
Hard
DIPN+GN (ours) | 98.0% 89.9% 78.2%

TABLE I: Clutter removal metric mean on a real system.

III. VFT FOR OBJECT RETRIEVAL IN CLUTTER

Object retrieval requires longer-horizon planning, as a single
push may not increase the grasp rewards at all, so one-step
planning would be the same as a random push policy. A
Monte-Carlo Tree Search (MCTS) comes to play and is fused
with GN and DIPN as Visual Foresight Trees (VFT) as shown
in Fig. 3. GN first estimates the input image to decide whether
the target object is directly graspable. If not, then the MCTS

module explores possible push actions using DIPN as the state
transition function to expand the tree. GN is also used to obtain
the reward value for each search node and as the reward and
terminal function. Finally, the action associated with the best
child node of the root will be executed.
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Fig. 3: System architecture of VFT.

GN and DIPN are both trained in simulation and used
directly in real experiments for object retrieval tasks. We first
compared our VFT with go-PG [2] in simulation. Table. II
shows the result of simple instances from [1] but with a given
target object as a retrieval task. Our method solves tasks with
a near-optimal number of actions. Even our one-step ahead
DIPN+GN uses a fewer number of actions comparing to [2].

Completion | Grasp Success | Num. of Actions
20-PG [2] 99.0% 90.2% 2.77
DIPN+GN (ours) 100% 100% 2.30
VFT (ours) 100% 100% 2.00

TABLE II: Simulation metric mean for simple instances in [2]

As DIPN+GN already outperforms [2], we evaluate our
methods on 22 hard instances on a real robot for further study.
We use the experimental results from [2] on its four hard
instances for comparison. Results in Table. III are consistent
with simulation. Example instances can be found in Fig. 4.

Fig. 4: Example instances. First two are for clutter removal
problem. Last two are for object retrieval problem, where the
target is in purple.

[ Method [ Completion [ Grasp success [ Num. of Actions
22 Hard DIPN+GN (ours) 100% 97.0% 4.78
VFT (ours) 100% 98.5% 2.65
20-PG [2] 95.0% 86.6% 4.62
4 Hard | DIPN+GN (ours) 100% 100% 4.00
VFT (ours) 100% 100% 2.60

TABLE III: Real system metric mean for hard instances.

We also explored our methods on unseen daily-life objects



such as soapboxes, water bottles. The result is consistent with
our trained objects as segmentation can be obtained accurately.
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