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Abstract—Given an environment, humans are able to hallucinate diverse and plausible locations for an object to exist. Is it possible to let a robot learn such hallucination ability as well? If this can be carried out reliably, the robot could use this ability to generate the plausible state foresight just by observing the environment, and potentially leverage the state foresight for planning. In this paper, we study this problem of predicting diverse and plausible state foresight given an environment, which can be categorized as a conditional multimodal prediction task. Many existing approaches leverage Variational Auto-Encoder (VAE) [7] in various vision applications. However, we notice that even though these previous methods have shown they can generate multimodal results, none of them has shown that they can provide a good coverage of solution space for different conditional input, which is necessary for our application. Thus, we propose a novel two-stage model that first learns to unfold solution space of a canonical conditional environment input, and then learns to deform the solution space into an arbitrary environment. Our experiments show that our propose method outperform existing strong baselines in terms of mode coverage and plausibility. Finally, we demonstrate that our predicted state foresight can be used for planning robotic manipulation successfully.

I. INTRODUCTION

Humans are able to hallucinate diverse and plausible locations for objects to be placed in an environment. This gives human the ability to decide what to do as subgoals in imagination. We ask the question: can an intelligent machine also hallucinate diverse and plausible states just by observing the environment visually? If this can be carried out reliably, can we then use the hallucinated state foresight to generate a trajectory plan for robotic pushing tasks?

To tackle this problem, the naive idea is to learn a conditional generative model that predicts multimodal states conditioned on the environment. Variational Auto-Encoders [7] is a popular choice for this purpose, where the Gaussian latent space parameterizes the plausible solutions given the conditional input. This technique has been widely applied to many conditional multimodal prediction tasks, such as image-to-image translation [22, 10, 6, 20], image-to-flow predictions [4, 15], human pose/location hallucinations [18, 16, 12, 9, 21], and so on.

As a starting point, we use several variants of VAE, such as cVAE-GAN [8] and NDiv [13]. The results show that even though these models can produce multimodal states, they can only cover a small portion of the plausible solutions given conditional input. Though previous works demonstrated multimodal modeling capability, they have never shown good coverage of the solution space, which is vital to planning the trajectory of robot arms.

This observation motivates us to think why it is so hard to produce states with good coverage rate in conditional generation. In unconditional generation, deep generative models, such as VAE [7] or GAN [5], are commonly used to unfold a data manifold using a compact latent space. A common issue in these models is mode collapse, which means multiple sampled latent codes correspond to the same output. As a result, only part of output space is covered.

For unconditional generative models, more recent works propose techniques to alleviate mode collapse and thus provide better coverage of the output data distribution. In conditional generation, however, solution space is dependent on the conditional input, and thus the topology of the data distribution varies with the conditional input. Since there are usually many unique conditional inputs in the data, the learning complexity of unfolding multiple data manifolds with different topology simultaneously in a single network could lead to big challenges
for the optimization as well as the model capacity.

In this work, our insight is that we can first learn an unconditional generative model to unfold a data distribution for a canonical conditional input, and then learn another network to deform the canonical solutions into many different sets of solutions given different conditional inputs. In this way, we explicitly separate the conditional generative process in two steps, where each step is modeled by an independent network. In our experiment, this simple but effective model design provides sufficiently good coverage of data distribution while maintaining the plausibility. With the ability to produce reasonably good coverage of solutions in various conditional environments, we finally demonstrate that our proposed model can be used to densely sample diverse state foresight given an unseen environment, where the predicted state foresight can be further used to generate plans for the robot arm pushing task.

II. METHODS

In this section, we discuss the details about how to learn a generative model to unfold a canonical space, deform the canonical solution to adapt to different environments, and finally do planning using the predicted state foresight.

A. Unfolding A Canonical State Space

Our first step is to learn a generative model to unfold the state space for a canonical environment, as shown in the left of Figure 2. In the canonical environment, two passages in the vertical direction lie in the middle, the average positions of all possible locations. Specifically, we use the normalized diversification (NDiv) to achieve this goal, since it has a nice property to actively explore data manifold with unknown topology and provides good coverage of data distribution. In the NDiv training, the first objective goal is to preserve the normalized pairwise distance of different predicted states with respect to the normalized pairwise distance of the latent variables. Let us denote the latent variable as $z$, the predict state as $\hat{s}$, and the generative model as $g(\cdot)$. Then, the forward pass can be represented as $\hat{s} = g(z)$. The distance between latent variables is defined as $d_s(z_i, z_j) = ||z_i - z_j||$, and the distance between the predicted states is defined as $d_s(\hat{s}_i, \hat{s}_j) = ||\hat{s}_i - \hat{s}_j||$, where $i$ and $j$ indicate two different samples. Then, the normalized pairwise distance matrices are defined as $D^c_{ij} = \frac{d_s(z_i, z_j)}{\sum_j d_s(z_i, z_j)}$, and $D^p_{ij} = \frac{d_s(\hat{s}_i, \hat{s}_j)}{\sum_j d_s(\hat{s}_i, \hat{s}_j)}$ for latent variable and states, respectively. Finally, the normalized diversification loss is represented as follows.

$$L_{ndiv}(\hat{s}, z) = \frac{1}{N^2 - N} \sum_{i=1}^{N} \sum_{j=1, i \neq j}^{N} \max(0, \alpha D^c_{ij} - D^p_{ij})$$  \hspace{1cm} (1)

where $\alpha$ is a hyperparameter. The pairwise distance matrices $D^c_{ij}$ and $D^p_{ij}$ have zero diagonal elements, and thus we average the error by $\frac{1}{N^2 - N}$.

Besides normalized diversification loss, an adversarial loss is used to ensure that the predicted outputs fall into the training data distribution. In this case, the adversarial loss can be written as: $L_{adv} = E_{s \sim p_{data}}[\log(d(s))] + E_{\hat{s} \sim p(\hat{s})}[\log(1 - d(g(\hat{s})))]$, where we denote discriminator as $d(\cdot)$. Overall, these two losses $L_{ndiv}$ and $L_{adv}$ enable us to learn a generative model to actively and safely unfold the canonical state space.

B. Transforming Solutions to Different Environments

Now we have a generative model that can unfold a data manifold, the next step is to learn a model that can transform the solutions from the canonical environment to an arbitrary environment. Let us denote the environment as $E$, the canonical state space as $S_{cano}$, and the predicted and ground truth state space for each environment as $S_{env}$, respectively. Note that the state space $S_{cano}/S_{env}$ here denotes all states in the environment, so it’s different from the single state $s$ or $\hat{s}$ mentioned in the last section. In this case, the single state $s$ is in $\mathbb{R}^2$, and the state space is in $\mathbb{R}^{H \times W}$, where each
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single state is encoded by the binary value in the $H \times W$ spatial state space map.

Let us denote the transformation network as $f(\cdot)$. We aim to learn a mapping function $f(E, S_{cano}) \rightarrow \hat{S}_{env}$, where each state in $S_{cano}$ and $\hat{S}_{env}$ has a one-to-one correspondence. During the implementation, we sample 100 states in both $S_{cano}$ and $S_{env}$, and construct the point-wise deformation flow field for each state from $S_{cano}$ to every $S_{env}$. Our intuition is that such deformation field should minimize the overall deformation distance. Thus, we use Bipartite matching with Hungarian algorithm to find the one-to-one correspondence between $S_{cano}$ and every $S_{env}$ by minimizing the total Manhattan distance. With the matching correspondence, we construct a 2D deformation flow field $F$ with $H \times W \times 2$ dimension to represent the horizontal and vertical movement at each location to from the canonical space to an arbitrary space.

During training, we use the deformation flow field $F$ computed from Bipartite matching as supervision, and learn this network $f(E, S_{cano}) = \hat{F}$ to predict the deformation flow field using MSE loss. Finally, the predicted state space $\hat{S}_{env}$ is obtained by displacing each state in $S_{cano}$ using $\hat{F}$ in an point-wise manner. The overall schematic diagram is shown in Figure 2

C. Pushing Through the State Foresight

Given an environment, we now have a whole pipeline to densely sample sufficiently diverse and plausible states. The last step is to generate a plan using the sampled state foresight. In our design, we first construct a graph by treating each sampled state as nodes and constructing edges between nodes with distance below a threshold. With a connected graph, we then run the A* search algorithm to find the shortest path as our planning trajectory between the arbitrary initial and goal state. Finally, we adopt the Cross-Entropy Method (CEM) to search an action between the current state and the next coming up state in the planning trajectory to execute the push manipulation. A visual demonstration of connected graph and search path is shown in Figure 3.
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**Fig. 3.** A visual demonstration of graph construction and search using predicted state foresight.

In our implementation, we notice that the distance threshold for linking the edges between nodes is a slightly tricky hyperparameter to choose. If the threshold is too low, the A* search on the graph with too many edges could possibly generate a path that goes through obstacle. If the threshold is too high, then the edges could be sparse and the graph could be broken into multiple connected components, which prevent searching path from two arbitrary states. Thus, our solution is to incrementally increase the threshold until the A* search can find a path between the initial and goal state. This design ensures there is always a path, while minimizes the risk of having a path going through obstacle.

III. EXPERIMENTS

In this section, we first discuss the comparison between baselines and our method in the conditional state unfolding. After that, we show how our predicted state foresight can be used for planning robotic push manipulation.

A. Unfolding Conditional State Space

In the conditional state prediction, the goal is to predict diverse and plausible states given an environment input. We compare with two baseline generative models: cVAE-GAN and conditional Normalized Diversification (cNDiv). The cVAE-GAN consists of a VAE as generator and a discriminator, where the Gaussian latent space in VAE models the plausible solutions conditioned an environment. The cVAE-GAN takes the environment image as input, encode it in a Gaussian latent space, reparametrize the code, and decode to a plausible state. Similarly, the cNDiv first encodes the environment into a latent code, then sample a random variable from uniform space, and finally concatenate them to decode to a plausible state. In the cNDiv training, a diversity loss is applied to enforce the generator actively explore the diverse solution spaces while a discriminator is trained to check the plausibility of predictions in the meantime.

We make comparison with the baselines both qualitatively and quantitatively. The qualitative comparison is shown in Figure 4. Given the environment input, we sample 200 predicted states during inference. Ideally, the sampled points should spread out over the valid regions. However, we observe that the sampled predictions from cVAE-GAN collapse into a compact region. The cNDiv model produce better diversity, but the sampled states also have mode collapse and thus only cover a partial solution space in the given environment. In contrast, our method can produce much more diverse states in the valid region, as shown in the third column of Figure 4.
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**Fig. 4.** A visual comparison of different methods on conditional manifold unfolding. The leftmost image is the given environment input, where the white indicates valid region and black indicates the obstacle region.
Fig. 5. The first row and second row show two examples of successfully pushing the object from the initial state to the goal state using our predicted state foresight. From left to right, we illustrate a few intermediate timestamps to show the pushing process.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Coverage (Unique States)</th>
<th>Plausibility ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>cVAE-GAN [8]</td>
<td>10.25</td>
<td>96.75 %</td>
</tr>
<tr>
<td>cNDiv [13]</td>
<td>86.90</td>
<td>51.75 %</td>
</tr>
<tr>
<td>Ours</td>
<td>170.65</td>
<td>85.95 %</td>
</tr>
</tbody>
</table>

TABLE I
A QUANTITATIVE COMPARISON. **Coverage** shows the number of unique predicted states in the valid region by sampling 200 states. **Plausibility** indicates the percentage of valid state predictions.

For the training data, we render 100 environments with 100 states in each environment. During evaluation, we randomly render 20 new environments and compute the averaged performance among them. In Table I, we show quantitative comparison under two metrics: coverage and plausibility. The Coverage shows the number of unique predicted states within valid region among 200 sampled points in each environment. The Plausibility indicates the percentage of valid state predictions. Note that the valid state is defined as the state inside valid region (non-obstacle region). Note that even though cVAE-GAN has higher plausibility score than ours, it suffers from severe mode collapse and has worst coverage. Overall, we believe that our method demonstrate the best balance in terms of diversity and plausibility in this conditional multimodal prediction task.

B. Robotic Push task

With sufficiently diverse and plausible state foresight predictions, we first construct a graph using the predicted states as nodes and then run A-Star search algorithm to generate the trajectory between the initial and goal states. In Figure 5, we show two successfully robotic pushing cases using our pipeline in the first and second rows. The shaded disks indicate the state foresight on the planning trajectory, where we also denote them as state waypoint. We use CEM to search the low-level robot arm control parameters between current state and the closest future state waypoint for pushing execution. As shown in the figure, even though a few predicted state foresight are not perfectly accurate and are centered slightly inside the obstacle, this has limited effect on executing in this pushing scenario.

IV. RELATED WORK

Our work is related to two lines of research: conditional multimodal prediction and visual foresight for robotics. Recent work have demonstrated conditional multimodal reasoning on various vision tasks, such as conditional multimodal prediction tasks, such as image-to-image translation [22, 10, 6, 20], image-to-flow predictions [4, 15], human pose/location hallucinations [18, 16, 12, 9, 21], and so on. On the other hand, Visual foresight predictions have been used for various robotic tasks. For example, [3] develop a method for combining deep action-conditioned video prediction models with model-predictive control for robotic pushing manipulation. [2] propose a self-supervised model-based approach, which leverages a predictive model that directly predicts the future from raw images, for various robotic pushing scenarios. Visual foresight is not only limited to future state, but also could be affordance or action. For example, [19] propose to learn a neural embedding to predict diverse actions given imagery state input. [17] introduce a new affordance representation that enables the robot to reason about the long-term effects of actions through modeling what actions are afforded in the future, and demonstrate effective performance on robotic grasping tasks. [14] propose to predict affordance segmentation from visual input, and shows that such affordance can effectively boost the RL sample efficiency in indoor navigation and manipulation tasks.

V. CONCLUSION

In this work, we formulate the problem of predicting diverse and plausible state foresight for robotic push manipulation. We propose a novel two-stage model that first unfolds solution space of a canonical environment, and then transform solutions
into an arbitrary environment. In the experiment, the propose method shows the power to sample sufficient diverse state foresight so that they can be used for planning a push trajectory. In the future, we aim to test out our algorithm in more complicated robotic pushing scenarios. In addition, we also plan to study how set transformer \cite{11} can be leveraged for the solution transform in the second step of our model.
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